


CONFERENCE

• 33rd edition

• 19-24 June 2016 (6 days, sic!)

• Marriot Marquis Hotel on Time Square

• 3000 participants, 1 day of tutorials (9), 3 days of conference 

(300+ accepted papers), 2 days of workshops (23)



BIG TOPICS ON THE CONFERENCE

• Neural Networks & Deep Learning

• (Deep) Reinforcement Learning

• Speech Recognition  

• (Google) “Towards End-To-End Speech Recognition with Recurrent Neural Networks”

• (Baidu) “Deep Speech 2: End-to-End Speech Recognition in English and Mandarin”

• Alpha GO

• Machine Learning Systems and Old Ideas revision

• Other: Kernel Methods, Gaussian Processes, Time-Series Analysis, Large 
Scale Learning



(SOME) COMPANIES PRESENT AT ICML



TUTORIALS - HIGHLIGHTS

• Deep Learning 

• https://github.com/KaimingHe/deep-residual-networks

• http://icml.cc/2016/tutorials/icml2016_tutorial_deep_residual_networks

_kaiminghe.pdf

• Reinforcement Learning

• ALPHA GO

• http://icml.cc/2016/tutorials/deep_rl_tutorial.pdf

https://github.com/KaimingHe/deep-residual-networks
http://icml.cc/2016/tutorials/icml2016_tutorial_deep_residual_networks_kaiminghe.pdf
http://icml.cc/2016/tutorials/deep_rl_tutorial.pdf










INVITED SPEAKERS

• “Mining Large Graphs: 

Patterns, Anomalies and 

Fraud Detection” – Ch. 

Faloutsos

• http://icml.cc/2016/tutorials/

faloutsos_ICML_2016.pdf

http://icml.cc/2016/tutorials/faloutsos_ICML_2016.pdf


CONFERENCE - HIGHLIGHTS

• “Learning Simple Algorithms from Examples” – W.Zaremba, T.Mikolov, A.Joulin, 

R.Fergus, OpenAI

• https://www.youtube.com/watch?v=GVe6kfJnRAw

https://www.youtube.com/watch?v=GVe6kfJnRAw


CONFERENCE - HIGHLIGHTS

• A lot of mathematics! (Convex optimization, Learning Theory, 

LargeScale Classification, Kernel Methods)

• A lot of engineering  (Deep neural networks, Reinforcement 

Learning)



WORKSHOP - HIGHLIGHTS

• “Let your network grow” – John Platt

• “Recurrent Neural Networks” – C. Lee Giles

• “Learning Long Term Dependencies with Gradient Descent is 

Difficult” – Y. Bengio



WORKSHOPS - HIGHLIGHTS

• “Real-world Machine Learning design patterns” – J.Basilico, Netflix











WORKSHOPS - HIGHLIGHTS

• “Modular Machine Learning 

with KNIME”

• “Probabilistic Demand 

Forecasting at Amazon 

Scale”

• “Intel® MKL-DNN - an 

Open-Source Library of 

Neural Network Primitives”



ALPHA GO













LINKS

• https://icml.cc

• http://icml.cc/2016/wp-content/uploads/ICML-Book-Web-Version.pdf

• http://jmlr.org/proceedings/papers/v48/

• https://openai.com/blog/

• https://gogameguru.com/i/2016/03/deepmind-mastering-go.pdf

• http://www.nature.com/nature/journal/v529/n7587/full/nature16961.html

• http://jmlr.org/proceedings/papers/v48/zaremba16.pdf

• https://arxiv.org/pdf/1512.02595v1.pdf

• http://www.slideshare.net/justinbasilico/is-that-a-time-machine-some-

design-patterns-for-real-world-machine-learning-systems

https://icml.cc/
http://icml.cc/2016/wp-content/uploads/ICML-Book-Web-Version.pdf
http://jmlr.org/proceedings/papers/v48/
https://openai.com/blog/
https://gogameguru.com/i/2016/03/deepmind-mastering-go.pdf
http://www.nature.com/nature/journal/v529/n7587/full/nature16961.html
http://jmlr.org/proceedings/papers/v48/zaremba16.pdf
https://arxiv.org/pdf/1512.02595v1.pdf
http://www.slideshare.net/justinbasilico/is-that-a-time-machine-some-design-patterns-for-real-world-machine-learning-systems



