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complex language and scene understanding

reasoning about structured data

transfer learning beyond the learning conditions

learning from small amount of experience

Deep Learning challenges
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order invariance:
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Forcing invariance:

1. compute features 
(per planet)

2. aggregate using 
order-invariant 
function
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